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Abstract
In the domain of battery research, the processing of high-resolution microscopy
images is a challenging task, as it involves dealing with complex images and
requires a prior understanding of the components involved. The utilisation of
deep learning methodologies for image analysis has attracted considerable inter-
est in recent years, with multiple investigations employing such techniques for
image segmentation and analysis within the realm of battery research. How-
ever, the automated analysis of high-resolution microscopy images for detecting
phases and components in composite materials is still an underexplored area.
This work proposes a novel workflow for FFT-based segmentation, periodic
component detection and phase segmentation from raw high-resolution Trans-
mission ElectronMicroscopy (TEM) images using a trained U-Net segmentation
model. The developedmodel can expedite the detection of components and their
phase segmentation, diminishing the temporal and cognitive demands associ-
ated with scrutinising an extensive array of TEM images, thereby mitigating the
potential for human errors. This approach presents a novel and efficient image
analysis approach with broad applicability beyond the battery field and holds
potential for application in other related domains characterised by phase and
composition distribution, such as alloy production.
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1 INTRODUCTION

In the era of information, the emphasis has transitioned
from data collection to data processing. Currently, an
abundance of data is accessible across various research
domains, and the primary hurdle lies in extracting mean-
ingful information through its processing. This princi-
ple holds true within the realm of materials science,
where researchers endeavour to derive valuable insights
from their experimental samples, using high-resolution
microscopy imaging.1 The post-processing of these images
has always been a challenge, owing to the complex-
ity of the high-resolution image and the need for prior
knowledge of components involved. Additionally, a com-
prehensive examination necessitates the acquisition of
multiple images of the same sample, thereby augmenting
the burden of post-processing.
In recent years, high-resolution imaging has become

an indispensable tool in the field of battery material
research, playing a vital role in the development of
strategies to address the increasing energy demand. High-
Resolution Transmission Electron Microscopy (HRTEM)
stands out as a powerful technique used for investi-
gating the microstructure of battery materials, encom-
passing cathodes, anodes, and electrolytes, with atomic
resolution.2 Among the various battery systems under
investigation, Li metal batteries have received significant
attention due to their propensity to store at least 33% more
power per pound than traditional Li-ion batteries, ren-
dering them suitable for a wide range of applications,
including electric vehicles, renewable energy integration,
and grid-scale energy storage.3 It is important to note
that cycled Li metal, due to presence of oxides, carbon-
ates, and sulfides, exhibits sensitivity to electron beam.
Consequently, cryogenic Electron Microscopy (cryo-EM)
technology has emerged, expanding the feasibility and
necessity of high-resolution imaging in battery research,
particularly for studying electron beam-sensitive anode
materials like electrochemically cycled Li metal.4,5 Solid
Electrolyte Interphase (SEI) formed in the anode materi-
als after cycling is regarded as one of the least understood
systems in the battery community.6,7 Studying the SEI is of
scientific interest due to its crucial role in enabling long-
term cycling in battery systems, as well as its complex
composition of both organic and inorganic compounds.
HRTEM, particularly when used in conjunction with cryo-
genic techniques, enables the elucidation of the compo-
nents of the thin SEI layer, which typically has a thickness
in nanometre scale.8 Such characterisation methods facil-
itate SEI engineering and the development of improved
electrolyte systems.
In addition to the arduous task of sample prepara-

tion for HRTEM, processing the resulting images can also

present significant challenges due to the high resolution
and large amount of data produced.9 Furthermore, in situ
TEM studies targeting the dynamic interplay of properties,
structures, and compositions within nanostructures yield
substantial datasets acquired at elevated frame rates, pos-
ing an exceedingly formidable task for comprehensive data
analysis.10 Recently, novel image analysis techniques have
emerged within the framework of deep learning, a data
processing approach that has gained tremendous popular-
ity over the past decade. The proliferation of deep learning
techniques within the field of image analysis has been
spurred by several factors, such as the expanded availabil-
ity of labelled datasets of significant size, notable advances
in the realm of deep learning research, and the emergence
of powerful high-performance frameworks like PyTorch
and TensorFlow.11,12
In the field of battery research, several studies have

employed machine learning and deep learning techniques
for image analysis.13–15 The image analysis investiga-
tions have largely focused on segmenting microscopy
and tomography images of electrode materials.16,17 Auto-
mated analysis of high-resolution microscopy images for
detection of phases and components in composite battery
materials is an area that remains relatively unexplored. In
contrast, there have been several notable works in mate-
rials science that have focused on detecting phases and
components from HRTEM images. For instance, Liu et al.
employed an unsupervised clustering algorithm combined
with a scanningwindow technique to detect and group dif-
ferent phases from a TEM image of an AM Inconel 718
alloy.18 The technique can detect andmapmultiple phases,
but there is a possibility of the same phase getting identi-
fied more than once and the chemical composition of the
phases is not identified. While the method exhibits effi-
ciency in phase mapping, its suitability for analysing bat-
tery materials is more limited compared to alloys. Zhang
et al. proposed an improved Local Contrast Attention—
UNet (LCA-UNet) for detecting Fast Fourier Transform
(FFT) features from TEM images of Zirconium oxides.19
The authors utilised a scanning window technique to gen-
erate the FFT, then identified the features and labelled the
corresponding phase window. The study used a 64 × 64-
pixels region of the 256 × 256-pixels window for detection,
potentially losing information outside the chosen region.
The employed method disregarded the inclusion of asym-
metrical characteristics, potentially leading to the loss of
pertinent information, and the designated window was
a square region rather than accurately representing the
intended area. Furthermore, the intricate composition of
the cycled Limetal anode samplesmay lead to low-contrast
images that are challenging to process. In fact, using
smaller-scale 2-D FFTs may exacerbate this issue, even
with advanced deep learning models such as LCA-UNet.
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RAGHAVENDRAN et al. 3

F IGURE 1 Schematic of the program flow: High volume of TEM data is acquired for analysis→ FFT features are detected using deep
learning model→ Components identified from detected features using a material database developed with ICDD (International Centre for
Diffraction Data) database→ Each feature is isolated and mapped using IFFT→ Component detection program is used for high volume TEM
processing→ Intensity profiling and mapping of components obtained.

Theworkflow in this study for FFT-based segmentation,
periodic component detection and phase segmentation
from HRTEM images of battery materials is presented in
Figure 1. First, a 2-D FFT is generated from the HRTEM
image, and a trained U-Net segmentation model is used
to detect features from the generated 2-D FFT cropped
half (1024 × 512 pixels). Exploiting the innate symmetry
present in the 2-D FFTs, half cropped 2-D FFTs (1024 × 512
pixels) were used for model training. The half cropped 2-D
FFTs performed better than the full 2-D FFTs (1024 × 1024
pixels). The d-spacing of the identified features from
model generated 2-D FFT is calculated and compared
with a material database to detect the components present
in the TEM image. Finally, the inverse FFT (IFFT) image
is generated for each component by isolating the features
based on detected components, and watershed segmen-
tation is used to map the periodic components present in
the TEM image. For high-volume TEM processing, this
process is repeated for all the TEM images to be analysed,
and the intensity profile for each component is generated
to observe their evolution over the imaging period. The
developed segmentation model can expedite component
detection and phase segmentation, not only in the battery
field but also in alloy manufacturing. The qualitative and
quantitative analysis of TEM images in thiswork decreases
the time and effort necessary for evaluating substantial

quantities of TEM images while mitigating the potential
for human error caused by cognitive task-induced state
fatigue20 of analysing a large set of TEM images (e.g. ∼100
images).

2 MATERIALS ANDMETHODS

2.1 TEM sample preparation

LiF powder was ground in an Ar gas glove box and the
groundLiF powderwas dispersed on the TEMCugrid. The
TEMCu grid is loaded toMelbuild vacuum transfer holder
underAr atmosphere and the sample is transferred into the
TEM column without any air exposure. The experiment
is performed at room temperature for beam damage anal-
ysis. For cryo temperature measurement, liquid nitrogen
was added to the dewar when the holder is fully inserted
into the column. The system stabilised at∼−165◦C for cryo
temperature beam damage analysis.

2.2 TEM imaging

We used a Thermo Fisher Talos F200X TEM electron
microscope system with super-low-dose TEM techniques
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4 RAGHAVENDRAN et al.

to characterise samples. The low dose HRTEM images
were acquired with controllable electron dose rate (50–
1000 e A−2 s−1) at FEI Ceta 16 M camera and low dose
system. The pixel size of the TEM image corresponds to
0.037 nm/pixel.

2.3 FFT generation from TEM images

TEM images can contain complex structures with mul-
tiple crystallographic and amorphous phases. Therefore,
extracting and interpreting statistical information and
uncovering the underlying physical mechanisms can pose
significant challenges. FFT is useful for identifying peri-
odic patterns in TEM images, such as lattice fringes, and
for extracting information about the crystallographic ori-
entation and symmetry of the sample.21 For this study,
the Cryo-EM images of cycled Li metal anode in differ-
ent electrolytes are used to introduce variability and to
reduce redundancy. Images of magnification >300 kx are
chosen for getting SEI layer of the anode in better resolu-
tion. The Cryo-EM images of format .dm3/.dm4 generated
by GATAN micrograph software are used specifically. The
TEM image is generated from the .dm3/.dm4 files using
the DM3lib python library22 and the 2-D FFT is gener-
ated from the TEM image using the FFT function from the
OpenCV2 library in Python. The mathematical represen-
tation of the 2D Discrete Fourier Transform (DFT) for an
image signal f(x,y), across an x–y plane is:

𝐹 (𝑢, 𝑣) =
1

𝑀 × 𝑁

𝑀−1∑
𝑥=0

𝑁−1∑
𝑦=0

𝑓 (𝑥, 𝑦) 𝑒
−2𝜋𝑖

(
𝑢𝑥

𝑀
+
𝑣𝑦

𝑁

)
, (1)

where F(u,v) is the Discrete Fourier Transform of f(x,y), u
and v are the spatial frequencies in the x and y directions,
respectively, and M, N are their associated sizes. The sum
is taken over the entire x−y plane. In the field of image
processing, the Fourier transform is commonly employed
to analyse and manipulate the frequency components of
an image. To achieve a more visually meaningful rep-
resentation, the zero-frequency component is shifted to
the centre of the transformed array, and the resulting
complex number is converted into an absolute value. A log-
arithmic operation is then applied to the absolute value
for perceptual scaling.23 This transformed matrix is sub-
sequently converted into an intensity image containing
only the normalised logarithm of the absolute values of
the complex numbers, wherein the pixel values range
from 0 (representing black) to 1 (representing white). The
resulting image is then cropped from the centre to gen-
erate a reduced 2-D FFT with a size of 2048 × 2048
pixels.

2.4 FFT preprocessing

GATAN24 software-generated FFTs are used as a refer-
ence for pre-processing training 2-D FFTs, as their manual
display adjustments allow for effective noise reduction
and feature enhancement. However, manual adjustment
is not feasible for large datasets. Therefore, an automated
Python-based denoising method was developed.
Analysis of GATAN’s display controls (Figure S2a)

reveals that suppressing pixel intensities below the his-
togram’s mean value (marked by dashed red line) sig-
nificantly improves feature visibility. This observation
inspired the Python denoising process. First, the mean
pixel value of the noisy FFT generated using Python
(Figure S2b) is calculated. This mean is then subtracted
from every pixel in the image and the minimum value is
clipped to 0, effectively removing negative values. This pro-
cess, similar to GATAN’s manual adjustment, reduces the
background noise but has poor feature contrast (Figure
S2c).
To further improve visual similarity with the GATAN

FFTs, the brightness and contrast of the denoised image
are adjusted. This step involves linear scaling using
the OpenCV library’s convertScaleAbs function. Scaling
parameters (alpha = 3 for contrast, beta = 11 for bright-
ness) that maximise similarity with the GATAN output
were empirically determined (Figure S2d).
To quantify the similarity between the processed FFTs

and the reference GATAN FFT, the Structural Similarity
Index Measure (SSIM) metric is used. SSIM,25 imple-
mented using the scikit-image library in Python, is chosen
for its ability to assess perceived similarity, which aligns
with the goal of generating FFTs that are visually similar
to the human-adjusted GATAN outputs. SSIM considers
luminance, contrast, and structure, making it more suit-
able than pixel-based metrics like Mean Squared Error
(MSE) which are less sensitive to structural changes26
(Figure S2).
A positive correlation between SSIM scores and the

performance metrics of models trained on different FFT
datasets (noisy, denoised, enhanced) was observed. This
correlation, detailed in the ablation study section (Table
S5), highlights the importance of effective FFT denoising
for effective model training.

2.5 Component detection from
FFT—radial profiling

Radial profiling is a widely used and straightforward
approach for analysing 2-D FFTs.27 To perform radial pro-
filing, the distance of each pixel from the centre point is
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RAGHAVENDRAN et al. 5

first calculated using the Euclidean distance formula:

𝑟 =

√
(𝑥 − 𝑥0)

2
+ (𝑦 − 𝑦0)

2
. (2)

Here, 𝑟 is the radial distance, (𝑥, 𝑦) are coordinates of the
pixel and (𝑥0, 𝑦0) are the coordinates of the centre of the 2-
DFFT. Then, the pixels that are equidistant from the centre
are binned together, and the average intensity within each
bin is computed. This results in a one-dimensional profile
representing the average intensity as a function of radial
distance.
The resulting integrated values are plotted against the

real distance of each circular band, which is determined by
calculating the reciprocal distance from the centre of the 2-
D FFT (Figure S3g–i). To convert the reciprocal distance to
real distance, the pixel size information of the TEM image
file (.dm3/.dm4) is extracted using DM3lib and applied to
the following formula:

𝑟𝑒𝑎𝑙 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =
𝑝𝑖𝑥𝑒𝑙𝑠𝑖𝑧𝑒 × 𝑁

𝑟
. (3)

Here, pixelsize is the calibration information obtained
from the metadata of the TEM file that indicates the real
size of a pixel in the TEM image, 𝑁 is the corresponding
size of the TEM image, 𝑟 is the radial distance of the pixel
in the FFT calculated fromEquation [2]. The periodic com-
ponents present in the TEM image can be identified by
the peaks obtained from the diffraction-like graph gener-
ated using the circular integrationmethod. The position of
the peak corresponds to the d-spacing of the periodic com-
ponents, aiding in the identification of the components
present in the image. However, the analysis of the noisy
2-D FFTs using the circular integration method results in
a diffraction-like graph that is also noisy,making it difficult
to detect the peaks accurately (Figure S3g–j).

2.6 Automated FFT training set
generation

The preprocessing of 2-D FFTs generated from HRTEM
images (detailed in previous section) for the purpose
of training a segmentation model involves the use of
Gaussian filters, which is a standard image processing
technique available in the widely used OpenCV python
package.28 The Gaussian filter was selected thanks to its
isotropic properties which, when applied uniformly across
the image, maintain the relative intensities and positions
of symmetrically arranged diffraction spots while effec-
tively suppressing high-frequency noise—characteristics
particularly important for 2-D FFTs. 2-D FFTs were cho-
sen for filter application rather than raw TEM images

because the feature detection algorithmoperates in the fre-
quency domain, where periodic features can be isolated
and background noise can be reduced through Gaussian
filtering. Additionally, direct application of Gaussian blur
on TEM images could potentially smudge or blur the
sharp lattice fringes, which would result in significant
loss of critical crystallographic information. By apply-
ing the filtering in the frequency domain instead, the
integrity of the original lattice structures can be pre-
served while still improving signal quality for subsequent
analysis.
A comprehensive parametric study was conducted com-

paring different Gaussian kernel sizes ((1,1), (3,3), and
(5,5)) against unfiltered images (‘No Blur’) across various
feature sizes (7–40 pixels). Each filter configuration was
quantitatively evaluated using Signal-to-Noise Ratio (SNR)
and Contrast-to-Noise Ratio (CNR) metrics (Figure S4).
SNR and CNRwere calculated using binary masks derived
from labelled images to identify signal (feature—labelled
white) and noise (background—labelled black) regions.
The SNR was computed as 20 times the logarithm (base
10) of the ratio between the mean signal intensity (𝜇𝑠𝑖𝑔𝑛𝑎𝑙)
and the standard deviation of the noise (𝜎𝑛𝑜𝑖𝑠𝑒), expressed
in decibels (dB).

𝑆𝑁𝑅 = 20 × log10

(
𝜇𝑠𝑖𝑔𝑛𝑎𝑙

𝜎𝑛𝑜𝑖𝑠𝑒

)
. (4)

The CNR was determined by calculating the difference
between themean signal intensity (𝜇𝑠𝑖𝑔𝑛𝑎𝑙) andmeannoise
intensity (𝜇𝑛𝑜𝑖𝑠𝑒), divided by the standard deviation of the
noise (𝜎𝑛𝑜𝑖𝑠𝑒).

𝐶𝑁𝑅 =
𝜇𝑠𝑖𝑔𝑛𝑎𝑙 − 𝜇𝑛𝑜𝑖𝑠𝑒

𝜎𝑛𝑜𝑖𝑠𝑒
. (5)

These metrics quantitatively assess the quality of fea-
ture detection, where higher SNR values indicate better
signal clarity andhigherCNRvalues indicate better feature
distinguishability from the background noise.
Superior performance was demonstrated by the Gaus-

sian filter with kernel size (3,3), with the highest average
SNR (21.03 ± 1.92 dB) and CNR (7.83 ± 3.35) values
being yielded across all object sizes. Best enhancement for
smaller features (7–22 px) was provided by the (3,3) kernel,
while slightly better results for larger features (31–40 px)
were shown with (5,5). However, since features across all
size ranges are contained in the dataset, (3,3) was selected
as the best-suited kernel size (Figure S5).
In contrast, the production of labelled data involves

manual input from experts in the field who utilise Adobe
Photoshop software to identify and mark features in the
2-D FFTs.

 13652818, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/jm

i.13413, W
iley O

nline L
ibrary on [08/04/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



6 RAGHAVENDRAN et al.

To generate a training set for the proposed deep learning-
based framework for FFT-based segmentation and anal-
ysis of TEM images, a total of 80 reduced 2-D FFTs
(2048 × 2048 pixels), collected during multiple experi-
ments, were utilised. To standardise the dataset, the 2-D
FFTs were resized through interpolation (resized through
interpolation cv2.INTER_AREA29) to a uniform size of
1024 × 1024 pixels. Resizing was performed in the FFT
domain, rather than on the original TEM images, to pre-
serve the full range of spatial frequencies captured in the
original high-resolution images. Resizing the TEM images
before FFT computation could have led to the loss of sharp
features crucial for detecting fine crystallographic details.
By resizing in the FFT domain, we retain the original
spatial information while controlling the frequency range
used for training. Furthermore, the ground truth labels
for the 2-D FFTs were generated at the full resolution of
2048 × 2048 pixels and then resized to 1024 × 1024 pixels
to match the input images. This ensures that no infor-
mation is lost in the labels during the resizing process,
maintaining the accuracy and precision of the training
data. This approach also reduces computational demands
andmemory requirements, which were essential given the
limitations of our hardware.
To increase the diversity of the dataset, the 80 2-D

FFTs were augmented by applying affine transformations
and image rotations, resulting in a total of 1986 images.
The affine transformations used on the images include:
Rotation—Randomly rotated slightly by setting a range of
±0.2◦, Horizontal Translation—Randomly shifted by up to
5% of the image’s width in either the left or right direction,
Shearing—Slanting the shape of an image, towards the
left or right direction by 0.05◦, and Zooming—Randomly
zoomed in or out by up to 5%. Data augmentation was
applied to the 1024 × 1024 pixel images, which were
then cropped to 1024 × 512 pixels to create our primary
training dataset (Figure S1). To investigate the impact of
both dataset size and image sizes on model accuracy,
a similar data augmentation technique was applied to
generate four distinct datasets. Two datasets consisted of
1986 images each, one with a size of 256 × 256 pixels
(resized through interpolation cv2.INTER_AREA) and the
other with 512 × 512 pixels (resized through interpolation
cv2.INTER_AREA). Additionally, two smaller datasets of
500 images each were generated with the same respec-
tive image sizes using data augmentation. While all these
datasets were used for model evaluation as discussed in
the Results section, our final optimised model was trained
using the 1024 × 512 pixel dataset. This approach ensures
that the deep learning model is trained on a diverse
range of images and FFT-based segmentation is more
accurate.

2.7 Programming and training machine
learning models

The study employed Python for all programming activities,
with the Keras framework of Tensorflow library30 utilised
for machine learning. The final dataset consisted of 1986
images with dimensions of 1024× 512 pixels, randomly
divided into training (90%, or 1771 images) and validation
(10%, or 197 images) sets. While we utilised the reduced
size images (256 × 256 and 512 × 512 pixels) for compar-
ative analysis as shown in Figure S7, these were not used
for our final proposed model as they resulted in lower per-
formance metrics (Table S1). The UNet-type architecture
used in our study comprised four levels in both contract-
ing and expansive paths (with the fifth level serving as the
bottleneck), with each level containing two convolutional
layers followed by either max-pooling (in the contracting
path) or up-sampling (in the expansive path) (Figure S6).
The models were trained for 100 epochs on Dell work-
stations with Nvidia RTX A4000, 16GB, 4DP GPUs, with
each model taking approximately 10–11 h to train. The
training period was deemed sufficient for experimentation
with network architecture, data preprocessing, and hyper-
parameter tuning. The stability of the models was ensured
by tracking loss as a function of epoch number, indicat-
ing general convergence. Finally, the binary segmentation
map, which classified individual pixels as particle or back-
ground, was obtained by thresholding predicted softmax
output for each pixel.

2.8 Hyperparameter tuning for U-Net
model

Hyper parameter tuning was carried out using Bayesian
Optimisation via theKeras Tuner PythonLibrary. Bayesian
Optimisation uses probabilistic models to guide the hyper-
parameter search process. It is particularly useful for black
box functions and problems where the objective function
takes a long time to evaluate.
Binary Cross-Entropy (BCE) function was employed as

the loss functionwhich is effective in handling imbalanced
class distribution as is our case, where the region of FFT
features are very small compared to the background; The
formula for BCE is given by:

𝐵𝐶𝐸 𝐿𝑜𝑠𝑠 = − [𝑦 × log (𝑝) + (1 − 𝑦) × log (1 − 𝑝)] , (6)

where 𝑦 is the true label (0 or 1), 𝑝 is the predicted proba-
bility of the positive class and log is natural logarithm.
Metrics used for the evaluation of neural network’s

segmentation performance are: the Dice coefficient,
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RAGHAVENDRAN et al. 7

Intersection over Union (IoU), Pixel Accuracy, and Recall.
To define the metrics, we use several key terms based on
the ground truth set 𝐺 and the predicted set 𝑃. True Posi-
tives (𝑇𝑃) represent the intersection of 𝐺 and 𝑃, signifying
pixels correctly identified as belonging to the target object.
Conversely, False Positives (𝐹𝑃) denote pixels incorrectly
predicted as positive, meaning they are present in 𝑃 but
absent in 𝐺. True Negatives (𝑇𝑁.) indicate pixels correctly
identified as not belonging to the object, while False Neg-
atives (𝐹𝑁) represent pixels that were actually part of the
object in𝐺 butweremissed by the prediction and therefore
not included in 𝑃.
The metrics are then formulated as follows:

𝐷𝑖𝑐𝑒 =
2 × |𝑇𝑃|

(|𝑇𝑃| + |𝐹𝑃| + |𝐹𝑁|) , (7)

where, || denotes the cardinality of the set.

𝐼𝑜𝑈 =
|𝑇𝑃|

(|𝑇𝑃| + |𝐹𝑃| + |𝐹𝑁|) , (8)

Pixel Accuracy =
|TP| + |TN|

(|TP| + |TN| + |FP| + |FN|) , (9)

𝑅𝑒𝑐𝑎𝑙𝑙 =
|𝑇𝑃|

(|𝑇𝑃| + |𝐹𝑁|) . (10)

In this work, the objective for the optimisation wasmin-
imising the validation loss and 15 trials were allowed with
100 epochs per trial. A callback was added to the Tuner to
ensure that if the model’s validation loss did not continue
to increase after 3 epochs, the training is terminated to save
experimentation time.
In each trial, the optimisation occurred over 6 parame-

ters. These include the learning rate, convolutional kernel
size, number of convolutional filters, convolutional trans-
pose kernel size, activation function and 3 drop out
values treated separately. The learning rate was set to vary
between three values which were 1e-4, 1e-5 and 1e-6. The
convolutional kernel size was set to vary between 3 and
5. The convolutional transpose kernel size was set to vary
between 2 and 3. The number of convolutional filters in
the first layer was set to vary between 32 and 128, with sub-
sequent layers doubling this number as per the standard
U-Net architecture. In our final implementation, we used
128 filters in the first level of the encoder, doubling at each
level to reach 2048 filters at the bottleneck level. The activa-
tion functionwas set to vary between ReLu, eLu andGeLu.
All 3 dropout valueswere set to vary between 0 and 0.5with
steps of 0.1.

3 RESULTS AND DISCUSSIONS

3.1 FFT feature detection using deep
learning—high-resolution image
segmentation

Deep learning technique was utilised to extract periodic
features from the 2-D FFTs, effectively reducing the impact
of non-periodic noise contributions in the diffraction-like
graph obtained by radial profiling. Semantic segmentation
is an essential technique employed in machine learning
for the identification and classification of individual pixels
in an image into distinct classes or entities.31 By mimick-
ing the way in which humans perceive and analyse visual
data, semantic segmentation is a fundamental step in
enabling machines to comprehend and interpret microg-
raphy images accurately. In the context of micrography,
semantic segmentation holds significant potential in dis-
tinguishing between different cell types or structures at the
pixel level, thereby aiding in various fields, includingmed-
ical diagnosis, biological research, and particle sizing.32
U-Net architecture is a widely used deep learning tech-

nique for semantic segmentation. U-Net is composed of
two main pathways, namely, the contracting and expan-
sive paths. The contracting path focuses on capturing the
context of the input image, whereas the expansive path
enables precise localisation by up sampling the feature
maps.33 The U-Net segmentation model is employed to
detect features in the 2-D FFT (Figure S6) where very few
annotated images are used. A large set of training data and
corresponding ground truth are generated using data aug-
mentation as detailed in previous sections. To optimise the
training set conditions and model parameters, four factors
are taken into consideration, namely, the size of the train-
ing set, size of the training image, the number of filters, and
the threshold of the segmented image.
To assess the influence of training dataset size and image

size on segmentation accuracy, a series of experiments
were conducted. The model was trained using varying
quantities of images and atmultiple sizes, specifically com-
paring performance across two distinct dataset sizes and
three image sizes.
A clear correlation between the number of training

images and the model’s performance was revealed. As
depicted in Figure S7, a noticeable improvement in the
precision and clarity of feature detection was observed
when the dataset size was increased.34 These findings are
further supported by the quantitative metrics presented in
Table S1.
Furthermore, the impact of image size was examined

by maintaining a fixed dataset size and varying the pixel
dimensions of the training images. The results, again
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8 RAGHAVENDRAN et al.

illustrated in Figure S7 and quantified in Table S1, demon-
strated that finer details were facilitated and the issue
of missing features observed at smaller image sizes was
mitigated when larger image sizes were used. Notably,
a consistent enhancement in feature identification was
shownwith the progression from the smallest to the largest
image size. While improved segmentation accuracy is
offered by larger
In semantic segmentation, convolutional layers with a

higher number of filters can extract more complex pat-
terns from image data effectively.35 Therefore, this study
evaluates the effect of increasing filters on the semantic
segmentation task. Based on our assessment, it was deter-
mined that 128 filters in the first layer yielded better overall
results for segmentation (Figure S8; Table S2).
Since a sigmoid activation function is used in the out-

put layer of the U-Net model for binary segmentation,
probability maps with values between 0 and 1 for each
pixel are produced. A threshold must be applied to con-
vert these probabilities into binary segmentation masks
(where pixel values > threshold are classified as fore-
ground, and values ≤ threshold as background). After the
U-Net model trained on 1024 × 512 pixels images was
finalised, the best-performing threshold for converting the
model’s sigmoid output probabilities into binary segmen-
tation masks was determined. Threshold values ranging
from 0.0 to 1.0 were systematically evaluated using mul-
tiple segmentation quality metrics and 0.90 was selected
as the best-performing threshold (Figures S9 and S10).
The U-Net model, as described previously, was utilised

to detect features in the 2-D FFT (Figure 2A) and generate
a corresponding labelled image with white markings indi-
cating the detected features. The labelled 2-D FFTwas sub-
sequently masked onto the original 2-D FFT (Figure 2B),
and circular integration (Figure 2C) was applied to gen-
erate the diffraction-like graph (Figure 2D). An example
of this process is illustrated in Figure 2, where the 2-D
FFT obtained from a TEM image of a Li metal anode
was processed to obtain the diffraction-like graph. The Li
(011) (2.42 Å) and Li2O (111) (2.65 Å) components were
detected using the peak positions and the user-defined
database created using ICDD database.36 The segmenta-
tion model, U-Net, was trained using 1024 × 1024 pixels
images. However, the model suffered from poor symmetry
in some cases of the resultant FFT (Figure 2E), as demon-
strated in Figure 2F with regions marked in red dots, and
imprecise segmentation due to the detected features being
merged, as shown in regions marked in blue dots. More-
over, the peak detection of crystalline components using
circular integration (Figure 2G) sometimes failed at very
low intensity, as shown in Figure 2H, where the Li2O (022)
component was not detected due to the low intensity of
the feature. Figure 2H shows a case where peak detection

failed for low-intensity features, particularly for the Li2O
(022) component. This failure is primarily due to the miss-
ing detected features on the symmetrical side of the Li2O
(022) component (marked in red). Since the radial profil-
ing is done for set of pixels at a fixed radial distance from
the centre, the missing features affect the total intensity of
the peak obtained.

3.2 FFT half image training technique

To address the imprecise segmentation, the symmetry of
the 2-D FFT was utilised by dividing the image into two
halves, using only half of the image for training, and reduc-
ing the training image size by half to 1024 × 512 pixels. The
mathematical basis for this lies in the properties of theDFT
for real-valued signals. From Equation [1], if f(x,y) is a real-
valued signal, then its DFT F(u,v) satisfies the condition
F(-u,-v) = F*(u,v), where F*(u,v) is the complex conjugate
of F(u,v).
The DFT of real-valued signals exhibits Hermitian

symmetry, meaning that the negative frequency com-
ponents are the complex conjugate of the positive fre-
quency components. Therefore, one half of the FFT
domain contains all the unique information present in
the full FFT.37 By using only half the domain, we effec-
tively eliminate redundant information without losing
any essential data. Therefore, U-Net’s performance would
not be significantly affected by choosing the opposite
half. Using half of the FFT reduces the input size to
the U-Net by 50% which not only reduces the compu-
tational load but increases the accuracy of the model
(Table S3).
To obtain a complete 2-D FFT, half of the 2-D FFT is first

duplicated and then horizontally mirrored. The mirrored
image is then mirrored vertically (Figures 3A and S11).
Flipping operation is carried out using cv2.flip function.38
The challenge in processing the 2-D FFT (Figure 3B)
using model trained with full 2-D FFTs (1024 × 1024
pixels) was overcome by employing a model trained on
half 2-D FFTs (1024 × 512 pixels) for feature detection,
as shown in Figure 3C. Following the initial segmen-
tation process, individual regions were identified and
characterised using connected component labelling. The
cv2.connectedComponents39 function (OpenCV library)
was applied to the resulting binary image to assign
unique labels to each contiguous region (Figures S14b
and 3D). Subsequently, region properties, including cen-
troid, major axis length, and minor axis length, were
extracted using the skimage.measure.regionprops_table40
function (scikit-image library), which were then used to
obtain the intensity profile after masking (Figure 3E). The
centroid was used as the centre of each extracted feature,
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RAGHAVENDRAN et al. 9

F IGURE 2 Image analysis of (A) computer generated FFT of TEM image of the SEI in a cycled Li metal anode: (B) detected FFT
features using U-Net model trained with full (1024 × 1024 pixels) images and (C) circular integration technique on segmented image to obtain
the (D) diffraction-like graph of the 2-D FFT. Image analysis of (E) another computer generated FFT of TEM image of the SEI in a cycled Li
metal anode: (F) model trained with full (1024 × 1024 pixels) images suffer from improper symmetry in segmentation (marked in dashed red)
and merged features (marked in dashed purple). (G) Circular integration technique on segmented image (H) failed peak detection in
diffraction-like graph for low intensity features.

F IGURE 3 (A) Schematic of the usage of half 2-D FFTs for feature detection. Image analysis of (B) computer generated FFT of TEM
image of the SEI in a cycled Li metal anode. (C) Model trained with half (1024 × 512 pixels) images preserves symmetry and produces clear
distinct features. (D) Individual features detected from the segmented image with mask for IFFT. (E) Feature intensity graph generated from
extracted feature properties.
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10 RAGHAVENDRAN et al.

TABLE 1 Tabulated results from the instance segmented image.

Components
d-spacing (Å)
(calculated)

d-spacing (Å)
(from GATAN)

%Match of program
calculated d-spacing
with GATAN calculated

Feature size
(pixels)
(IFFT mask)

Pixel value
count
(a.u.)

Li (011) 2.41641 2.416 100% 20 28078
Li2O (111) 2.62746 2.6528 99.04% 17 287173
Li2O (022) 1.59336 1.593 100% 11 4601

and the size of each feature was calculated as:

Size of the feature =√(
[Major axis length]2 + [Minor axis length]2

)
.

(11)

Although the region properties are initially calculated
as floating-point values, they are converted to integers for
subsequent processing.
The components detected from the instance segmenta-

tion provide not only the exact position of the components
detected, which agrees closely with the values generated
from the GATAN Micrograph software. This size infor-
mation can be used to design masks of the appropriate
size to prevent noise from the FFT from being included
in the mask, and a more accurate and discrete intensity
profile was obtained after masking. Table 1 presents a com-
parison between our automated measurements and those
obtained manually using GATAN software, a standard in
the field. This comparison validated our method’s accu-
racy, as demonstrated by a >99% d-spacing match, and
confirmed its reproducibility across varied FFT genera-
tionmethods. Through this validation, the reliability of our
automated workflow was established, positioning it as an
alternative to time-consuming manual analysis.
The features detected by the model trained with full size

(1024× 1024 pixels) images tend to produce features at least
30% bigger than the model trained with half-size images
(Figure 4A–C). The intensity profile shows the robustness
of the new model trained with half images (Figure 4D–F).
The size of the segmented feature is important as a larger
sized feature makes the distinct features more prone to
merging, resulting in inaccurate IFFT generation from
the masking. To quantify the closeness in shape and size
between the segmented feature and its ground truth, we
utilise the Hausdorff distance.41 This measure determines
themaximummismatch between two sets of points, repre-
senting the boundaries of the segmented feature (S) and its
corresponding ground truth (G). The Hausdorff distance
(H(S, G)) is defined as:

𝐻 (𝑆, 𝐺) = 𝑚𝑎𝑥 {ℎ (𝑆, 𝐺) , ℎ (𝐺, 𝑆)} , (12)

where

ℎ (𝑆, 𝐺) = max
𝑠∈𝑆

min
𝑔∈𝐺

||𝑠 − 𝑔|| , (13)

ℎ (𝐺, 𝑆) = max
𝑔∈𝐺

min
𝑠∈𝑆

||𝑔 − 𝑠|| , (14)

where 𝑠 is a point in the set 𝑆, 𝑔 is a point in the set 𝐺 and||𝑠 − 𝑔|| is the Euclidean distance between the points 𝑠 and
𝑔. ℎ(𝑆, 𝐺) calculates themaximumdistance from a point in
the segmentation to its closest point in the ground truth.
ℎ(𝐺, 𝑆) calculates the maximum distance from a point in
the ground truth to its closest point in the segmentation.
The Hausdorff distance 𝐻(𝑆, 𝐺) takes the maximum of
these two values, representing the worst-case mismatch
between the two sets. A lowerHausdorff distance value sig-
nifies a greater conformity between the segmented feature
and it’s corresponding ground truth. In the ideal scenario
of perfect segmentation,where the segmented features and
ground truth are indistinguishable, the Hausdorff distance
would be 0.
U-Net model trained with 1024 × 512 pixels 2-D FFTs

was benchmarked against: (1) U-Net model trained with
1024 × 1024 pixels 2-D FFTs, (2) CNN model trained with
1024 × 512 pixels images, and (3) K-Means clustering algo-
rithm optimised for 1024 × 512 pixels images. Evaluation
metrics employed were the Dice coefficient, IoU, pixel
accuracy, precision, recall, and Hausdorff distance (Figure
S12). Descriptions of the CNN architecture and the K-
Means clustering method are provided in Section S1 of
supplementary information. Superior performance across
allmetrics, including theHausdorff distance,was observed
for theU-Netmodel trainedwith 1024× 512 pixels 2-DFFTs
(Table S4).
An ablation study was also conducted to investigate

the impact of 2-D FFT pre-processing on U-Net model
performance (Figure S13). The performance of U-Net
models trained with 2-D FFTs at various stages of pre-
processing was compared. A positive correlation was
observed between model performance and the similar-
ity score of the pre-processed 2-D FFT to the GATAN-
generated 2-D FFT (Table S5; Figure S3).
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RAGHAVENDRAN et al. 11

F IGURE 4 Intensity profiles for selected features in (A) computer generated FFT of TEM image of the SEI in a cycled Li metal anode.
Line scans of three features compared with segmented images generated by (B) model trained with full (1024 × 1024 pixels) images and (C)
model trained with half images (1024 × 512 pixels). (D–F) Intensity variation for each feature in the raw image (solid black line), model
trained with full (1024 × 1024 pixels) images (dashed), and model trained with half images (1024 × 512 pixels) (starred-solid).

3.3 Component detection and mapping

Features detected in the 2-D FFT were matched to cor-
responding components in the database based on their
d-spacing values. The component with the nearest d-
spacing value was assigned to each feature. Subsequently,
features were grouped by component, and the d-spacing
values and particle sizes within each group were averaged
to yield a single representative value for each component
(Figure S14c). The markers corresponding to the grouped
components are used to reconstruct 2-D FFTswith isolated
features (Figure S14d,e).
IFFT (Inverse FFT) was done on the masked 2-D FFTs

of isolated components tomap the component distribution
on the TEM image. The IFFT generated had regions of var-
ied intensity and indistinct boundaries between regions of
interest (Figure S15). Watershed segmentation42 was uti-
lized to extract bright regions of interest from IFFT maps.
The segmentationwas done in three steps: (1) initial binary
separation was performed using Otsu’s automated thresh-
olding with binary inversion, (2) noise was removed via
morphological opening operations using a square kernel,

and (3) background regions were identified through dila-
tion to ensure clear structure separation. Parameters of
watershed segmentation was optimized through a system-
atic grid search across multiple parameter combinations,
wherein kernel size (3 × 3, 5 × 5, 7 × 7), opening iter-
ation count (0, 1, 2), and dilation iteration count (0, 1,
2) were varied. Each combination was evaluated against
15 manually annotated ground truth images using five
quantitative metrics: Dice coefficient, IoU, pixel accu-
racy, precision, and recall. Parameters were selected based
on the highest average rank across all metrics (Figure
S16). Through experimental comprehensive evaluation,
the best-performing configuration was found to be a
7 × 7 kernel size with 2 opening iterations and 0 dila-
tion iterations. It was observed that configurations with
low opening iterations (0) combined with high dilation
iterations (2) produced poor segmentation results, as insuf-
ficient noise removal prior to dilation caused boundary
expansion of noise artefacts, inappropriate regionmerging,
and resulting in a completely dark image (Figure S17).
Given the robust model, this tool can be used for high

throughput TEM image analysis. The detection of the
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12 RAGHAVENDRAN et al.

periodic components and the mapping of the components
can be achieved with the tool (Figure S18).

3.4 LiF beam damage analysis

The investigation of the SEI in lithium-ion batteries
requires the use of TEM for atomic resolution imag-
ing. Electron beam and environmental factors are known
to cause irradiation damage in the SEI. To avoid such
damage, the lithium sample must be maintained at low
temperatures, but even then, the dose rate and exposure
time can impact the sample products and its rate.7 The
present study aims to analyse the beam damage of lithium
fluoride (LiF), which is a commonly occurring SEI com-
ponent, using a high-volume TEM image processing tool.
To this end, we obtained data on LiF beam damage from
a study that investigated the effects of beam damage on
the imaging of SEI components in a cycled lithium metal
anode, while considering the dose rate and exposure time.
In our study, we analyse the images of the LiF particles at
cryogenic and room temperatures, and with various dose
rates ranging from 50 e A−2 s−1 to 1000 e A−2 s−1 using the
developed TEMprocessingmethodology. The TEM images
are obtained by the Mel-Build holder using an optimised
workflow.
A video was recorded during TEM imaging to monitor

the beam damage of LiF particles. The Velox43 software
was used to save the resulting video file in the mrc for-
mat, which contained 100 slices corresponding to 2.46 s
of electron beam exposure each. The mrc python library44
was utilised to extract image data from the file, but since
it was unable to retrieve the pixel size information, this
information was manually entered along with the mrc
file for subsequent processing. Batch file processing was
employed for the automatic analysis of the components
present in the sample, which were mapped using feature
extraction from the 2-D FFT. The intensity of each com-
ponent was recorded and compared to its corresponding
intensity in the subsequent slice to track the evolution of
the components during beam damage (Figure 5A). This
allows for effective assessment of the beam damage of LiF
particles duringTEM imaging. The analysis of the intensity
distribution of the detected components over 100 frames
of beam exposure of LiF (Figure 5A) reveals that the Li
(011) phase diffuses out of the LiF first at 6th frame or
after 14.76 s of beam exposure (Figure 5B). The Li (011)
facet is the most commonly observed one during nucle-
ation, despite the slightly lower surface energy of Li (002)
facet which is observed at 22nd frame or after 54.12 s of
beam exposure (Figure 5C). This is due to the lower ther-
modynamic overpotential required to obtain Li (011) facet,
which overpowers the surface energy effect.45 The inten-

sity of the Li (011) phase decreases and starts to increase
midframe due to the appearance of underlying LiF parti-
cles. Li2O (111) and Li2CO3 (002) phases are also observed,
which could be attributed to the surrounding environment
of the TEM chamber.46 LiF (002) is dominant over LiF (111)
phase because it has a lower surface energy and a higher
binding energy.47 LiF (111) is observed at the initial frames
of the beam exposure (Figure S19) and fades away as Li
(011) phase grows. There is no information provided in
literature that directly answers whether using high dose
rates during TEM can convert one phase with lower sur-
face energy to one with higher surface energy. However,
it is known that high dose rates can cause radiation dam-
age to the sample, which can affect the crystal structure
and properties of the material being studied. Therefore, it
is possible that high dose rates during TEM could affect
the surface energy of a material, but further research is
needed to determine the exact mechanism and conditions
under which this could occur. The consistent intensity of
the (002) peak in LiF is observed to be a result of the pres-
ence of newly formed LiF particles on the bottom surface
after the degradation of the topmost LiF layer due to beam
damage. This observation is corroborated by the increase
in the intensity of the Li (011) phase, which subsequently
decreases but then increases again. The increase in the
intensity of the Li (011) phase is indicative of the forma-
tion of Li (011) due to the degradation and resurfacing of
LiF particles. The degradation of LiF into Li is observed to
be very limited at low dose rate and at cryo temperature
(Figure S19). A Python-based GUI tool has been designed
and developed for future use and broader distribution. This
intuitive interface offers a potential advantage over cur-
rent state-of-the-art analysis programs, particularly when
dealing with large datasets. The GUI aims to streamline
the analysis workflow, making the advanced capabilities
of the program widely accessible to a wider range of users
and facilitating efficient processing of complex TEM data
(Figure S20).

4 CONCLUSIONS

This paper introduces a novel deep learning-based frame-
work for identifying and evaluating the phases present in
TEM images of the SEI of Li metal anodes. The frame-
work utilises the FFT diffractograms of the TEM images
to analyse the feature positions and determine the SEI
components. The proposedmethod also incorporates tech-
niques to handle high-resolution images and exploit the
symmetry of the FFT diffractograms for better model per-
formance. The effectiveness of the framework is further
improved by introducing additional training data. Addi-
tionally, a comprehensive analysis of the TEM images
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RAGHAVENDRAN et al. 13

F IGURE 5 (A) Intensity distribution of detected components over 100 frames of LiF at electron dosage of 1000 e A−2 s−1 and cryo
temperature. TEM image slice and program generated IFFT mapping at the initial detection of (D) LiF (002)—after 2.46 s beam exposure, (B)
Li (011)—after 14.76 s beam exposure, and (C) Li (002)—after 54.12 s of beam exposure.

through intensity profiling and component mapping pro-
vides valuable insights into the SEI component evolution
during imaging.
In future studies, we propose utilising the diffrac-

tion pattern generated from high frame rate TEM image
patches for more detailed and accurate analysis. This
alternative approach is superior to the sliding window
technique for generating FFT diffractograms from TEM

images as the latter may lack clarity and clear features.
Furthermore, our proposed deep learning model can be
applied to analyse not only the SEI components of Li
metal anodes, but also other composite systems involv-
ing periodic components (Na metal anodes, Si anodes,
etc.) provided an appropriate database with the respective
compounds is used. The developed workflow can be fur-
ther improved by integrating it for operando detection and
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14 RAGHAVENDRAN et al.

mapping of the phases, thereby enabling the analysis of
component evolution during TEM imaging.
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